



























Mathematical notation

column vector eg R

AT transpose of row vector NT 1 2 3

O of dim features i th component

N of samples data n th object

Xi data matrix of AN

XT
N x D matrix

1






























Chapter 1

Pattern recognition

Finding and analyzing features of data

Decision making through prediction and classification

Example hand written image

28 28 pixels t Test
number

784 dim
9






























28 28 image
Training

input vector set 10씨 A2 ANY N 개의 손글씨 image

target vector set t 箚 N dim called label set

Y CA output of ML algorithm

e.g mean of or prediction of t target

training phase process of formulation of y x

test set tata not used for training

results of test set are important because we need

to generalize our algorithm






























preprocessing

null value

transformation scale conversation normalization

data type change

feature extraction 특징 추출

dimensionality reduction 차원 축소






























Supervised learning task 지도학습

training data input vectors with its target value
AN ti t2 EN

Find an expression function describing input and target

YCX t

classification discrete target value

regression continuous






























Unsupervised learning 비지도 학습

training data only input vectors N

Pattern recognition of input feature analysis

clustering 군집화

density estimation 밀도 또는 분포추정 PCA

visualization dimensionality reduction






























1 I Example Polynomial curve fitting

input IR

target t IR

N observations 가 2 la T input vector

t te ta tw T target vector

generated by sin 2ㅈ 가 with small noise perturbation

ti sin 2 자가 i noise

1 0 IN 1 Int h Niece i 1 N I












































Goal predict E for a given new

Y l W Wo t w xtw.sc t tWmxM 돓
M

wj C

Where M is the order of polynomial and denotes

x raised to the power of

y x W1 is linear w.r.tw

not 11 기






























error function measurement of the misfit between

Y C W and target value t

SSE sum of square error function of w

E CW E 7 yen w tn y zo

Ecw o if y h w tn n

Ecw is a quadratic function of w so minimization of

Ecw has a unique solution Tw Ecw is linear






























Let wt be the sol of minimization of Ecw

ECW Min ECW

The resulting polynomial is given by the function

Y CJC WA






























How to determine M

motel comparison motel selection

The number of parameters Mtl determines motel complexity

under fitting us over fitting






























RM SE root mean square error

ERMS

Remark

when M 9 Erm 0 10 coefficients wo.ws Wa

and 10 data points in training data N 10






























error

order

i






























Remark
solution

When M increases magnitude of w becomes larger

The size of the training data set fig 1.6

over fitting problem less serve as the size of the

data set increases






























Regularization

prevent over fitting

discourage the coefficients from reaching large values

ECW E W1 일 11 W R

where 11 w 1R WT W 홇 w

Ridge regression weight decay

Lasso regression






























N 10

M 9

Validation set hold out set

prevent over fitting

Iitationltestil






























1.2 Probability Theory elementary uncertainty

Sample space set of all possible outcomes of experiment
r

Random variable mathematical formalization of quantity or

object which depends on random events

r et E R measurable space

probability measure p on a fjo
field

R F p






























S2 1 2 3 4 5 6 G p n f n 1 2 6

win t 1000 when n is even

lose 1000 when n is odd

X W

1
1000

1000

W y f
random

w 1 3 5
variable

p X 1000 p we r I xcw ii i
P 32 4 69 I






























Sample space r.v probability

1 3 5

0Oic

ㅎ






























Skip 1.2.1 and 1.2.2

sum rule product rule

joint prob marginal prob conditional prob

Bayes theorem prior prob posterior prob

prob density function expectation variance

P42






























Sum rule and product rule Y
1 가

two random variables X Y 2

3
X d de IM Y

Y d Y YLY N

Consider N trials in which we sample both Y

Let nig of trials in which x di and Y y

Joint probability of x ki and Y Y

PC X Ni Y Y mx̅
Y

IM






























Let Ci of trials in which x ki regardless Y

P X h EI

Pex Y
TE PC PCX Y

Sum rule

P X h P X Ni Y Y marginal probability

Conditional probability

PC Y Y I x e en
Ys X 자

pox i 0 인경우






























protect rule

P X Ri Y Y fl t.fi
P Y Y l x Ki P X Ri

The rules of probability X Y random

variables
sum rule pox 두 PC X Y

protect rule p X Y p Y1 X PCX

pi N Y p Y












pay the probability of X and Y

P Y1 X the probability of Y given x

By symmetry property pot Y PCY.x

P Y1 x PC심쁨 PCXM3T

Bayes's theorem

PCX E PCX Y P Y



Example orange
I

file

pick red box 40 of the time

a blue is 60

p B red 41,0

pct blue 6
10



Suppose pick a box randomly and it turns out to be

the blue box Probability of F apple given B blue

p F apple B blue

p F a B r

P CF O B r

p F a l B b

PCF O I B b



p F a p F al B r p B r p F al B b p B b

11 衣 능 Ex 8 6
sum

PCF a B r p F a B b

red blue

3 orange
F fruit 1120E apple

box



P F 0

EPErl F o 미얎器
미

ㄶii뽙
j



Interpretation of Bayes's theorem

PCB prior probability 어떤 box 를 골랐는지

probability available before we observe the identity of the

fruit

PCB I F posterior probability

과일 확인 후 어떤 box 인지



Two random variables X and Y are independent
P 4

P X Y P x p Y

p T PEY and P X I Y P X



1.2.1 Probability density

continuous variable open interval

p real valued variable falling in 가 가 tf N pepys가
PC가 가

when fx is sufficiently small

free
P

威
呵

y.name가쓰

It x pcy.ytfht.pro fy



pa is called the probability density over 가

PCRE 9 미 fab pasta

PCN 20

1옹 PC가 tx 1 Py Y SY Ra SK

i
Consider a change of variables

gly
Py Y 묘미

Bijective function to

E GH 茫 H Tetteh
Py Y.Y tsy R g y gutsy G get

RN Sy R X X SR Ra 8기



5 y f g y

Find the density Py y

x tsx is transformed into the range y y ta y

Per 8기 Py Y S Y

Py Y Res Th1

Pie g y I g cy

large smallCumulative
P Z R통 DD de

density



Multivariate continuous variables 가 강 denoted by X

joint probability density PCH P 대 간 김

stpmulti variable falling in an infinitesimal

volume Six containing x 命
P 쁘

pa real valued
Multivariate probability density function

P E E f Pa tx measurable set E c N

put 20

Sir PC씨 ㅯ 1 箚 璲



We can also consider joint probability distributions over a

combination of discrete and continuous

In the discrete case

pex is called probability mass function



1.2.2 Expectations and co variances

Variable x unter a probability distribution por

mass or density

Expectation of f 가

In discrete case

E f 돇 pal fox weighted mean

In continuous case

f f pce f x de



Random variable 가

Expectation of sc is denoted by

EGG 돗 pa 가 f X X
discrete

continuous S Pa x tx



f can be approximated as a finite sum N samples

E f fan Monte Carlo Integration

Average of the function fussy writ distribution of x

E x Cf 水 y J S f dy PC d
function of y

or 도 5C가 y PC가

Conditional expectation

E If l y J 51 PC가 ly t 도 polly f 가

function of y



Variance of fay exp of f

var f i E 51 Cfcs 7

f 2J E f 2 J
2

As E ED Var x EE 2 E 2 J f 2 2

Two variables x and Y covariance is defined by

cov x yJ Ex y L S C EC2J Y 1 Y E yJ y x 와 Y 가

P E
y

e y CJ Cyy
얼마나 같이
변동하는 기

If x and y are independent cov 기 y o

S y past dy Say pas py de dy



Two vectors of random variables x and Y E R

Let 5C씨 be a multi variable function can be vector function

Elf i I pa 水水 1 5C씨 PC씨 ㅄ

It fa is a vector function EID is a vector
5K

Covariance matrix is defined by KD

cov 水八汀 氏
秘

水 一 ECN l l YT_E YT I
0 0 DX1

E 쌔 Y7 E 幻 END
pail

Var 刈 cov
ii component

Xi Y 의 variance



1.2.3 Bayesian probability

PC YI X P1X1으
E PSY

비례

posterior PLY IX α PCX Y PCY

사후 내

iiiiiii 鬱 蛙

8 i d x ti 가 IN Y

W



Classical frequentist vs Bayesian

frequencies of random quantification of uncertainty
repeatable events 정량

데이터 수가 적을 때
over fitting

빨간 상자가 선택 되었을 확률 vs 사과가 나왔을 때

빨간 상자가 선택 되었을 확률

정보에 의해서 예측 값 변화를 반영



Polynomial fitting curve

Aim to predict w wo w Wn

Y 가 W1 i wo t w set wu x M th order

Before observing data assure w is in the form pcyg
The effect of D 3t tay is expressed through prior

PCD I W

내 일 때 관측 값 0 가나올홀

1
1II

tnntnn.d.net



Uncertainty in w after we have observed

posterior likelihood prior

PCW 102
P DI W PCW

Since data set D is given pc DI w is a function

of w called PCD I w likelihood function 가능도 함수

Remark

PC DI w is not a prob distribution over w

PLO IW PCW dw I

Spathes
ISPCX1Y JY I



PCD can be seen as a normalization constant

Likelihood PCD I 내 has an important role both

approaches

posterior a likelihood x prior

Frequentist point estimator

내 is considered to be a fixed parameter whose

value is by some form of estimator



Bayesian distribution estimator

There is only a single data set D and uncertainty

in the parameter is expressed through a probability

distribution over w

W'm
Lt4 분포

추정

I

itianFs



빈도론에서 주로 사용하는 방법 Maximum likelihood

error function likelihood or log likelihood

Remark 베이지 안의 특징

사전 지식 사전 분포 을 추론과정에 반영할 수 있음

but 일반적으로 사전 분포를 실제 사건의 믿음 보다는

수학적 편의성을 고려해서 선택 conjugate

주관적인 의견이 추론 과정에 반영

Marginalization 주변화 over w 필요



1.2.4 Gaussian distribution

Real valued variable d Gaussian distribution is defined

by
NCI M 02 2kg ED 1 262 2 MR pdf

1
11 Unimodal 단봉

MMmean 02 variance 2 parameters



standard deviation P ㅎ precision

Observe

N X 1 M 82

offN 24 µ 82 水 二 I

CD 1 N X1 M 82 가 d x M
Second

E I ri N al M 82 가 d x M2 t 82moment

var 가 E I EC 개
2

82



Let I i 1 exp j N de

I S 1 exp ㅎ I exp ㅎ Y2 水 少

if exp fr rtr to
Erase

y r sin o

ㄵ exp IT i r d r

2 a co2

I the 8



0 dimensional multivariate Gaussian distribution

N X1 MI att expl iux miia.mil
1 0 0 0 0시

determinant

µ i mean vector I covariance matrix oxo

see later

X EN random vector



N scalar variables 가 IN Let 水二 가 간 T

Assume xi are drawn from a normal fist

How to find the parameters µ and o2

parametric inference

Xi are samples the same distribution independently Iit

PCH 1M 82 惑 NC 가 1 µ 02

likelihood

Maximize likelihood



maximize likelihood maximize log likelihood

ln P X 1M 02 26 忌 n MR 슬 ln 02 쓸 ln 2

1
1개 WT anxiety

Maximizing wrt M

Muc In sample mean

Maximizing wrt 02

0료 六 玆 In Mu sample variance



NC 가 1M 82

Fix N and some test Men and Fi are functions

of the choice x 자

EEMuc M unbiased

E E Ti 삼 o2

EC Muc E 는 E 긲 ㅎ I Ean M



1 2.5 Curve fitting re visited

Probabilistic perspective

input value 가 target value t

N input values 乂 二 가 간 T

a target t ti tai

Predict target value t for some new input x

Express uncertainty over target t using prob dist



Assume

p t x W β N t y C W 금 1.60

Y R w

t 평균이 Y 가 내 이고 분산이 ㅎ 인 Gaussian



Determine 내 and f by MLE

Assume data X and Lt are drawn independently from 1.60

PC 1 X m f 惑 N ta l Y 개 내 ㅎ
by def

assumed to
T if exp _E Yan 내tribefixed

Maximize log likelihood wrt m and p

en P 1 x M B E홌 Yan 내 hit ftp.jln 271

solutions for Muc PML

Y K W1ML I



point prediction not use pan

New input x t Y 가 내샌

Distribution prediction not Bayesian

p t I 가 내 ML B 사 N t 1 YC가 내 ML Bin



Take a step towards a more Bayesian approach

prior distribution over w as the form e

PCW I α NCW IO α I 슲
셀

exp 1 슬 wiwa y

where α is a precision and Mtl is of coeff.ws

Y x W1 M th order polynomial wo w Wn

is called hyperparameter parameter of parameter

PCW IX 4 α β α PCH IX W B PCW IX

likelihood



데이터 X t 에 대해 가능성이 높은 내 를 찾기

Maximize posterior distribution MAP maximum posterior

Minimize 4 yen.ws tnk t 을 wiw

see later WMAPW Me

Y 기 WMAP E



1.2.6 Bayesian curve fitting

We still make a point estimate of us

In a fully Bayesian approach we should apply sum and

protect rules of probability So we need to integrate

over all values of 내 Marginalization

Compared with MAP maximize posterior we will use

posterior pin I training data set

all information



Predict the value of t for a new test point 가

Evaluate p It x N t

새로운 기 값에 대한 예측 값 t 의 분포 기존 데이터

정보 활용

Now α and β are assumed to be given and fixed

pct 1 가 H t P Ct IDC W PC WI X t d w

posterior

1.60

N E l Y C W β

assumption



We will see and perform analytically later The result

is given by a Gaussian

pct I 가 N t ma 5cm

where ma f I CNTs e I can tn

S2CX f t E NTS 가

Here matrix S is given by

51 XI t p 羔 E 기에 E 기교

I i unit matrix Mtl dim 모다 0 CN 있다 i 0시 i

we will generalize later



Recall assumptions
Mt I

Prior distribution over w PCW IX N W11O α I

likelihood Pct I W B Y N Ctn 1 yen W β
7의

posterior pcw l x t α β α PCH IX W β PCW IX

pct 1 가 H t P Ct IDC W PC WI X t d w

likelihood of single point

dependent of 기



Curve fitting

Y x W1 9 W M fixed
motel as umptio

Set any error function Assume t NCtlycx.ws
N

Find wt st likelihood T N tn 1 yen w

minimize error function prior w N W110 α I

Y 기 WA
posterior pcw l t β

I P H I X W B PCW IX

pct 1 가 H t

SP t IDC W PC WI X t d w





















1 3 Model selection

of parameters coefficients motel complexity

The performance on the training set is not a good

indicator of predictive performance because of over fit

S fold cross validation






























when S increases of training runs is increases

Another method is to add penalty term

E.g Akai ke information criterion

ln PC DI Wmc M

where M is of parameters






























1 4 The curse of Dimensionality

The dimension of input vector x

결론 차원이 높다고 feature 의 수가 많다고 좋은 건

높은 차원 만큼 많은 데이터가 필요함
차원 수 매 에 비례한 coefficients 를 찾아야 함
고차원의 직관은 저차원의 직관과 다름

112

Vp r ko ro






























Vp 1 V0 1 E

1 1 E

Vp 1

1

645C

Generally real data is confined to a region of the space

having lower dimensionality manifold






























1.5 Decision Theory

Input vector x target vector t

For regression t comprise continuous value 회귀

For classification t represent class label 분류

Joint prob pex t provides a complete summary of

the uncertainty associated with H t

Determination of pex t is an typical example difficult






























Input image binary classification
Class label G C2

Inference modeling pex Ck

Decision for given decide which of two classes x is

We are interested in peck x






























By Bayes's theorem

prior

PC CK IX
PM1C K1PCK

posterior

Any quantities appearing in theorem can be obtained from

Pex Ck by either marginalizing or conditioning

Minimize the chance to assigning to wrong class

choose the class having the higher posterior prob






























1.5.1 Minimizing the mis classification rate

Decision regions Re if HER then

Regions in domain space assigning points to class Ck

Decision boundary boundaries between Rk






























Suppose our goal is to make as few mis classification as

possible

p mistake P XE R C2 P XE R2 G

error
SR P X 2 SR P i tx

Minimize p mistake

If P X G P X 2 assign that x to C ICE R

if P X C P X G 11 N to G DE R






























PC X C PCC 1 씨 PC씨 PCA C2 P C21X pa

In order to minimize pc mistake

assign to the class for which PECK1 씨 is largest

General case of K classes

pccorrect 恙 P CHE Rk k

쓵
Rk
P X Ck tx

PC Ck a P K1 씨 가 큰 경우 Rk 로 배정






























1.5.2 Minimizing the expected loss

Cost function loss

The optimal solution is the one which minimizes the loss

function

E g loss matrix

Let Lej be the loss in case that true class is Ck

but it is assigned to class C generally Lkk o






























ECL E f f Lk PCH Ck tx

t
Ck 에 있는데 G 로 판정한 경우

Minimize E L iff minimize f Lk PC k l K

1.5.3 The reject option
PCH Ck

The P Ck IN






























1.5.4 Inference and decision
target input

PCH CkInference stage model for PC Ck Ix

Decision stage function mapping x into decision

decision or discriminant

Identify three distinct approaches






























a Find p Ck x

class conditional densities p X I Ck

prior class probabilities p Ck simple

P CK I x P14Cg
P A CK

P N P X ICK P CK

Equivalently model the joint distribution p x a directly

and then obtain p Ck x

Generative model modeling the distributions of x C






























b Find peck x directly apply decision theory

call it discriminative motel

Almost deep learning motels

c Find discriminant function

mapping each directly onto a class label

probabilities play no role






























Compensating for class prior

Imbalanced data classification difficult to generalize

PCI x P4C의

Combining motels

Eg Medical diagnosis

blood test x ray image

두 정보를 통합하기 vs 개별 진단 사후 확률 모델 만들기






























Conditionally independent

A and B are conditionally independent given C AH B I C

P A B I C P AI C PC BI C

Proper AAB IC PCA I B C P AI C

Suppose He ㅛ No I Ck assumptions of Naive Bayes classifier

p Ca IN No P XI No I CK

P XII CK P YO I CK PCCK

P CK IX PICK IN P CK






























1.5.5 Loss functions for regression

Prediction yass of the value t for each

Let L t y cx be the loss function depends on y x

E LJ SSLCt.YCNPCX.tt tt Ʃ L tn ycx.nl

In case L t y y Y X t 42

ELLI S h y x tkpcx.tn dxtt Ʃ tnycxnip.TT
MSE

YCx






























Goal i choose ycx as so minimize ELLI
expected loss

Assume y cx is completely flexible y t L t ELDD

SEE LI

gye
2 3 Y X t Y PCA t tt o

Functional F F y G yc y ca de 0.5

5 85 3

since ECL
554101117547450858Eur






























Sir IT 5.5 2 3 Y TY Pat tt

In case

Y K E42
Continue to minimize ELLI for y x

y y
S ᵗ P t t

ft pct ix dt E Et IX
P x

function of x

We used S Pex t dt p x

For multivariate target t the optimal solution can be

expressed as
Eft IX















L 3 YEN t 42 인 경우 M SE ECL expected loss 를

최소화 하는 Y x Eft IX St pet ix tt conditional exp

에 대한 함수






























Note that

I YCX t Y 3 YCX E Ct IX t P
3 Y X E Ct IX Y 2 Y X E Et I XJ Y I E CEI Y t Y

S EL H X t 42

E CLI SS h Y X t 4 p x t d x tt

E Et I J S t P t IX At

function of






























SS R Y E Ct IX PP x t d Jt Pat P t IX P x

1 Ya E Ct IX RPC d
SPᵗᵗYᵗ__

SS I Y X E Ct IX YIECEIYJ TYPCX.tl Ax At

3 Y N E CH H 9 1Et1xJE4pct_1N5t P x dN

Et IX S P t IX At S t P t IX tt

0






























SS ECtlxJ tRpcx.tl dxtt S h E Ct IX tRP t IX P x tt
mean

S Sh E CH X t 42 pct ix dt pex dy

Svarctypyxtttt
ㅡㅡ

minimum of ELLI
Thus I

noiseTEI.LIS S Y X E t y 42 pex dx S var Lt IX P X

dxwiwinto.int

optimal least squares predictor is given by the conditional mean






























Three distinct approaches to solving regression problems

YCX EET IX St pet IX At 1.89

a Determining part Normalizing to find pctlng
Calculating the conditional mean given by 1.89

b solving the inference of determining pct ix directly

Calculating the conditional mean given by 1.89

c Find ycx directly from the training data






























Minkowski loss

E Lq 1 1 Ya til pat tx tt






























1 6 Information Theory

Discrete random variable 가

The amount of information can be view as degree of suprise

on learning 가 가능성 낮은 사건에 크게 놀람

사건이 발생했을 때 놀라는 정도

Measure of information depends on pac






























has express the information content

Consider the unrelated independent events x y

h ex y has hey 각각 따로 일어 났을 때 정보량의 합

함께 일어났을 때 얻는 정보량

When 가 ㅛ y Pex y pex pay

Let
he 10g2P l amount of information

Entropy 정보 전송에 필요한H ECJ E PCR log2 p l

i 평균 기대 전송량
E Cha






























Take PCN logPC가 0 when PC가 0

Eg discrete random variable x having 8 possible states

length 3 bits

uniform prob it j case tel
Ha 8 x j log 즈

prob Eti it it.tl
H 다 르






























We see that nonuniform distribution has a smaller entropy

than uniform one

When se is discrete rv uniform distribution has the maximum

entropy prove it
가 ty 1 일 때

5 X y 22tY2 1

의 최댓값

LC가 y 7 7442 1 7 xty 1

Zxt 7 0 xtytl 0

czy 7 0






























Let us define entropy of conti rv x with Pff pal
r.ir

Divide x into bins of width ㅿ and assume peat is

continuous By mean value theorem ㅋ xi E Ciao citi 이
stith

tr
마가

it pa tx P Kiㆃ

Lts 1111111111EUR
convert to step function

Assigning any value x E ith bins to xi

the prob of observing the values in ith bins P 매

i.AT






























Entropy of such discrete distribution log t ln
probability

Ho Ʃ police ln p ln E pail ln poli ln0
ro

where we used 돔 poli f paste 1

Now we omit ln Δ and consider to

lim Ʃ pcxilolnpc.li y f pce lnp 가 de
Δ to

Ch 가

Called differential entropy continuous form of entropy






























Multivariate continuous variable

Ha 1 ps ln Pa tx

x e x

In the case of discrete distributions uniform distribution

has the maximum entropy

Let us consider the maximum entropy configuration for a

continuous variable
0 0 t.VN






























Constraints

PCR d 1

S PC d M fix

f x m pex de 02

Using Lagrange multiplier and calculus of variations

we set the derivative of this functional to zero giving

f pex exp d 1 t 7 t 72 水 十 C 11 y

Apply pea to constraints

PC pinterest.e.pt01st






























HPD
바

We need to maximize the following functional want pay

S pa ln PC가 tx t 끼 PC가 tx 1 조 S x p X 미 M

직 Scxemfpcmtxzyer
一一

Let

F pa p N ln P X t 刀 PC가 t 조 가 PC가 t 긱 x M5p 기 1 JR

一刀 X2M 7382functional

1 G PC가 tx t C






























Sid 29 ln P I PCI T t 7 722 73 C MR

0
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Differential entropy of the Gaussian
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Y two random variables with joint prob pcxiy

ln P Y IX additional information needed to specify y when

is given

Conditional entropy of y given x

HEY IX ff pay y ln p Y1 x dy dy

C 의 정보량
We have 기 정보량

H X Y HEY IX H yy
기가 주어졌을 때

Y 로부터 얻는 정보로






























1.6.1 Relative entropy and mutual information

Unknown prob dist pex true dist

Approximating prob dist 4 x

Amount of additional information needed to send x using a cx

K
LCP
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19쌍828N2시

unknown

approximate S P x en 19쁬 Y ty

Kull back Lei bler divergence relative entropy






























Remark

KL Cp Hq F KL 9 11 13 not symmetric

KL Pll 4 20

KL Cp 119 0 iff p q

measurement of difference between two 마쏖

바 Yi convex function f a function of x

prob measure

y Sfa ㅮ ㅄ 스 95 씨 水必 以
inequality

At 요가 en m 奴 八 化多 一

Jensen's






























Now suppose is generated from unknown P

We try to approximate pex using qc lo e.g parametric dist

Mote Carlo Integrat
and observed N points YN fou penta Ʃ fm

KL P119 S Pax end임쁬Y Ed enqcx.nl a ten penny

iota
To minimize KL p 119 we need to maximize

Ʃ lng xn 10 log likelihood

O 로 매개화된 4 분포에서 씨 N 이 나올 확률

ln T G An lo likelihood






























Degree of Independence

I 1 7 i K L pcx.ly u pay pay
Mutual information
between A

YO스 I X Y Ha Haly 乂 止 Y HE

HEXI YHEY HEY IN

The reaction in uncertainty about x as a consequence

of the new Y


